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Chapter 1

Introduction

Xen is an open-sourgeara-virtualizingvirtual machine monitor (VMM), or “hyper-
visor”, for the x86 processor architecture. Xen can securely dganuiltiple virtual
machines on a single physical system with close-to-native performamcefaXilitates
enterprise-grade functionality, including:

¢ Virtual machines with performance close to native hardware.

e Live migration of running virtual machines between physical hosts.

e Up to 32 virtual CPUs per guest virtual machine, with VCPU hotplug.
e X86/32, x86/32 with PAE, and x86/64 platform support.

e Intel Virtualization Technology (VT-x) for unmodified guest operatingteyns
(including Microsoft Windows).

e Excellent hardware support (supports almost all Linux device dsjver

1.1 Usage Scenarios

Usage scenarios for Xen include:

Server Consolidation. Move multiple servers onto a single physical host with perfor-
mance and fault isolation provided at the virtual machine boundaries.

Hardware Independence. Allow legacy applications and operating systems to ex-
ploit new hardware.

Multiple OS configurations. Run multiple operating systems simultaneously, for de-
velopment or testing purposes.

Kernel Development. Test and debug kernel modifications in a sand-boxed virtual
machine — no need for a separate test machine.

Cluster Computing. Management at VM granularity provides more flexibility than



separately managing each physical host, but better control and isolasion th
single-system image solutions, particularly by using live migration for load bal-
ancing.

Hardware support for custom OSes. Allow development of new OSes while bene-
fiting from the wide-ranging hardware support of existing OSes sudiinas.

1.2 Operating System Support

Para-virtualization permits very high performance virtualization, even cit@ctures
like x86 that are traditionally very hard to virtualize.

This approach requires operating systems t@deedto run on Xen. Porting an OS
to run on Xen is similar to supporting a new hardware platform, however theeps
is simplified because the para-virtual machine architecture is very similar tonthez-u
lying native hardware. Even though operating system kernels must idydigpport
Xen, a key feature is that user space applications and librdde®trequire modifi-
cation.

With hardware CPU virtualization as provided by Intel VT and AMD SVM teahn
ogy, the ability to run an unmodified guest OS kernel is available. No porfitigedDS
is required, although some additional driver support is necessary W#nntself. Un-
like traditional full virtualization hypervisors, which suffer a tremendoesfprmance
overhead, the combination of Xen and VT or Xen and Pacifica technotwgplement
one another to offer superb performance for para-virtualized gumstating systems
and full support for unmodified guests running natively on the pramesasll support
for VT and Pacifica chipsets will appear in early 2006.

Paravirtualized Xen support is available for increasingly many operayistgiss: cur-
rently, mature Linux support is available and included in the standard distnibu
Other OS ports—including NetBSD, FreeBSD and Solaris x86 v10—amgsasom-
pletion.

1.3 Hardware Support

Xen currently runs on the x86 architecture, requiring a “P6” or newecgssor (e.g.
Pentium Pro, Celeron, Pentium Il, Pentium Ill, Pentium IV, Xeon, AMD |ath
AMD Duron). Multiprocessor machines are supported, and there isostfgp Hyper-
Threading (SMT). In addition, ports to I1A64 and Power architecturesraprogress.

The default 32-bit Xen supports up to 4GB of memory. However Xen 3d8 adpport
for Intel's Physical Addressing Extensions (PAE), which enable xB&iachines to
address up to 64 GB of physical memory. Xen 3.0 also supports x86/6dmtatEuch



as Intel EM64T and AMD Opteron which can currently address up to 1ffghgsical
memory.

Xen offloads most of the hardware support issues to the guest Ofiguinrthe Do-

main O management virtual machine. Xen itself contains only the code required to
detect and start secondary processors, set up interrupt routidgpeaform PCI bus
enumeration. Device drivers run within a privileged guest OS ratherlityin Xen
itself. This approach provides compatibility with the majority of device hardwape
ported by Linux. The default XenLinux build contains support for mester-class
network and disk hardware, but you can add support for othemraadby configuring
your XenLinux kernel in the normal way.

1.4 Structure of a Xen-Based System

A Xen system has multiple layers, the lowest and most privileged of which iis Xe
itself.

Xen may host multipleguestoperating systems, each of which is executed within a
secure virtual machine. In Xen terminologydamain Domains are scheduled by
Xen to make effective use of the available physical CPUs. Each guest@&ges

its own applications. This management includes the responsibility of schedaloty
application within the time allotted to the VM by Xen.

The first domaindomain Q is created automatically when the system boots and has
special management privileges. Domain 0 builds other domains and manages th
virtual devices. It also performs administrative tasks such as susggnmésuming

and migrating other virtual machines.

Within domain 0, a process calledndruns to manage the system. Xend is responsible
for managing virtual machines and providing access to their consoles. Quusrase
issued to xend over an HTTP interface, via a command-line tool.

1.5 History

Xen was originally developed by the Systems Research Group at therkltyvef
Cambridge Computer Laboratory as part of the XenoServers projeadetlby the
UK-EPSRC.

XenoServers aim to provide a “public infrastructure for global distridutemputing”.

Xen plays a key part in that, allowing one to efficiently partition a single machine to
enable multiple independent clients to run their operating systems and appkcation
in an environment. This environment provides protection, resource isolatid ac-
counting. The project web page contains further information along witht@irio
papers and technical reports:t p: / / ww. cl . cam ac. uk/ xeno



Xen has grown into a fully-fledged project in its own right, enabling us todtigate
interesting research issues regarding the best techniques for virtgaksiources such
as the CPU, memory, disk and network. Project contributors now includ&xarce,
Intel, IBM, HP, AMD, Novell, RedHat.

Xen was first described in a paper presented at SOSP in'26@8 the first public
release (1.0) was made that October. Since then, Xen has significantlyethahd is
now used in production scenarios on many sites.

1.6 What's New

Xen 3.0.0 offers:
e Support for up to 32-way SMP guest operating systems

¢ Intel (Physical Addressing Extensions) PAE to support 32-bit seméh more
than 4GB physical memory

e x86/64 support (Intel EM64T, AMD Opteron)

¢ Intel VT-x support to enable the running of unmodified guest operatistems
(Windows XP/2003, Legacy Linux)

e Enhanced control tools
e Improved ACPI support
e AGP/DRM graphics

Xen 3.0 features greatly enhanced hardware support, configuragialility, usability
and a larger complement of supported operating systems. This latesertzkas Xen
a step closer to being the definitive open source solution for virtualization.

*htt p: // www. cl . cam ac. uk/ net os/ paper s/ 2003- xensosp. pdf
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Chapter 2

Basic Installation

The Xen distribution includes three main components: Xen itself, ports of Lamax
NetBSD to run on Xen, and the userspace tools required to manage aaxed-ys-
tem. This chapter describes how to install the Xen 3.0 distribution from sodtee
ternatively, there may be pre-built packages available as part of ymrating system
distribution.

2.1 Prerequisites

The following is a full list of prerequisites. Items marked are required by the xend
control tools, and hence required if you want to run more than one vimaahine;
items markeds’ are only required if you wish to build from source.

e A working Linux distribution using the GRUB bootloader and running on a P6-

class or newer CPU.
1 Thei pr out e2 package.
1 The Linux bridge-util$ (e.g.,/ sbi n/ brct1)

1 The Linux hotplug systef(e.g.,/ sbi n/ hot pl ug and related scripts). On
newer distributions, this is included alongside the Linux udev sy&tem

*

Build tools (gcc v3.2.x or v3.3.X, binutils, GNU make).

*

Development installation of zlib (e.g., zlib-dev).

*

Development installation of Python v2.2 or later (e.g., python-dev).

*

IATEX and transfig are required to build the documentation.

Available fromht t p: / / bri dge. sour cef or ge. net
2pvailable fromht t p: / /| i nux- hot pl ug. sour cef or ge. net/
3Seenht t p: / / www. ker nel . or g/ pub/ | i nux/ util s/ kernel/hotpl ug/ udev. ht m /



Once you have satisfied these prerequisites, you can now install eitlivarg lor
source distribution of Xen.

2.2 Installing from Binary Tarball

Pre-built tarballs are available for download from the XenSource dadi@age:
http://ww. xensour ce. com downl oads/
Once you've downloaded the tarball, simply unpack and install:

# tar zxvf xen-3.0-install.tgz
# cd xen-3.0-install
# sh ./install.sh

Once you've installed the binaries you need to configure your systerasasiled in
Section 2.5.

2.3 Installing from RPMs

Pre-built RPMs are available for download from the XenSource dowidslpage:
htt p: //ww. xensour ce. com downl oads/

Once you've downloaded the RPMs, you typically install them via the RPM com-
mands:

# rpm-iv rpmane
See the instructions and the Release Notes for each RPM set refeaénced

http://ww. xensour ce. com’ downl oads/ .

2.4 Installing from Source

This section describes how to obtain, build and install Xen from source.

2.4.1 Obtaining the Source

The Xen source tree is available as either a compressed source tardsth atone of
our master Mercurial repository.

Obtaining the Source Tarball
Stable versions and daily snapshots of the Xen source tree are avaitablthe
Xen download page:

http://ww. xensour ce. com downl oads/



Obtaining the source via Mercurial
The source tree may also be obtained via the public Mercurial repository at:

http://xenbits.xensource.com
See the instructions and the Getting Started Guide referenced at:

http://ww. xensour ce. com downl oads/

2.4.2 Building from Source

The top-level Xen Makefile includes a target “world” that will do the follogin
e Build Xen.
e Build the control tools, including xend.

e Download (if necessary) and unpack the Linux 2.6 source code, @t fi for
use with Xen.

¢ Build a Linux kernel to use in domain 0 and a smaller unprivileged kernel,iwhic
can be used for unprivileged virtual machines.

After the build has completed you should have a top-level directory cédiled/ in

which all resulting targets will be placed. Of particular interest are the twolb{eix

kernel images, one with a “-xen0” extension which contains hardwareelérivers
and drivers for Xen'’s virtual devices, and one with a “-xenU” extenghat just con-
tains the virtual ones. These are founddinst/i nstal | / boot/ along with the
image for Xen itself and the configuration files used during the build.

To customize the set of kernels built you need to edit the top-level Makebiak for
the line:

KERNELS ?= |i nux-2.6-xen0 |inux-2.6-xenU

You can edit this line to include any set of operating system kernels whigh dwn-
figurations in the top-levedui | dconfi gs/ directory.

2.4.3 Custom Kernels

If you wish to build a customized XenLinux kernel (e.g. to support additidesices
or enable distribution-required features), you can use the standaug tonfiguration
mechanisms, specifying that the architecture being built faeis, e.g:

# cd linux-2.6.12-xen0
# make ARCH=xen xconfig
# cd ..
# make

You can also copy an existing Linux configuratior énf i g) into e.gl i nux- 2. 6. 12- xen0
and execute:



# make ARCH=xen ol dconfi g

You may be prompted with some Xen-specific options. We advise acceptingthe d
faults for these options.

Note that the only difference between the two types of Linux kernels tiedbailt is
the configuration file used for each. The “U” suffixed (unprivilegedjsions don’t
contain any of the physical hardware device drivers, leading to a 3@afction in
size; hence you may prefer these for your non-privileged domains. “Thsuffixed
privileged versions can be used to boot the system, as well as in doweaids and
unprivileged domains.

2.4.4 Installing Generated Binaries

The files produced by the build process are stored undetithe/ i nstal | / direc-
tory. To install them in their default locations, do:

# make install

Alternatively, users with special installation requirements may wish to install them
manually by copying the files to their appropriate destinations.

Thedi st/install/boot directory will also contain the config files used for build-
ing the XenLinux kernels, and also versions of Xen and XenLinux kethat contain
debug symbols such aggn- syns- 3. 0. 0 andvnl i nux- syns- 2. 6. 12. 6- xen0)
which are essential for interpreting crash dumps. Retain these files asvélegers
may wish to see them if you post on the mailing list.

2.5 Configuration

Once you have built and installed the Xen distribution, it is simple to prepare the
machine for booting and running Xen.

2.5.1 GRUB Configuration

An entry should be added t@ ub. conf (often found undetboot / or/ boot / grub/)
to allow Xen / XenLinux to boot. This file is sometimes callashu. | st , depending
on your distribution. The entry should look something like the following:

title Xen 3.0 / XenLinux 2.6

kernel /boot/xen-3.0.gz donD_nmem=262144
nodul e / boot/vm i nuz-2. 6-xen0 root=/dev/sdad4 ro consol e=tty0

The kernel line tells GRUB where to find Xen itself and what boot paramsetersid
be passed to it (in this case, setting the domain 0 memory allocation in kilobytes and
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the settings for the serial port). For more details on the various Xen boatngders
see Section 10.3.

The module line of the configuration describes the location of the XenLintnekthat
Xen should start and the parameters that should be passed to it. Thesaratard
Linux parameters, identifying the root device and specifying it be initially ntedin
read only and instructing that console output be sent to the screen. S&tnitmuitions
such as SuUSE do not require the parameter.

To use an initrd, add anotheodul e line to the configuration, like:

nodul e /boot/ny_initrd. gz

When installing a new kernel, it is recommended that you do not delete existimg me
options frommenu. | st, as you may wish to boot your old Linux kernel in future,
particularly if you have problems.

2.5.2 Serial Console (optional)

Serial console access allows you to manage, monitor, and interact withsystem
over a serial console. This can allow access from another neartsnsysa a null-
modem (“LapLink”) cable or remotely via a serial concentrator.

You system’s BIOS, bootloader (GRUB), Xen, Linux, and login accesst mach be
individually configured for serial console access. Inis strictly necessary to have
each component fully functional, but it can be quite useful.

For general information on serial console configuration under Linefertto the “Re-
mote Serial Console HOWTQO” at The Linux Documentation Projett p: / / www.
tldp.org

Serial Console BIOS configuration

Enabling system serial console output neither enables nor disablelscagradilities

in GRUB, Xen, or Linux, but may make remote management of your system more
convenient by displaying POST and other boot messages over seatiahgaallowing
remote BIOS configuration.

Refer to your hardware vendor's documentation for capabilities anckpiiores to en-
able BIOS serial redirection.

Serial Console GRUB configuration

Enabling GRUB serial console output neither enables nor disables Xanwot serial
capabilities, but may made remote management of your system more convanient
displaying GRUB prompts, menus, and actions over serial port and alla@mgte
GRUB management.
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Adding the following two lines to your GRUB configuration file, typically either
/ boot / grub/ menu. | st or / boot/ grub/grub. conf depending on your distro,
will enable GRUB serial output.
serial --unit=0 --speed=115200 --word=8 --parity=no --stop=1
term nal --timeout=10 serial console
Note that when both the serial port and the local monitor and keyboardrataed,
the text ‘Press any key to continliwill appear at both. Pressing a key on one device
will cause GRUB to display to that device. The other device will see no oulpuob
key is pressed before the timeout period expires, the system will boot tieflaailt
GRUB boot entry.

Please refer to the GRUB documentation for further information.

Serial Console Xen configuration

Enabling Xen serial console output neither enables nor disables Limaelkautput
or logging in to Linux over serial port. It does however allow you to monitad &g
the Xen boot process via serial console and can be very useful ugdaty.

In order to configure Xen serial console output, it is necessary to &dadeoption to
your GRUB config; e.g. replace the previous example kernel line with:

kernel /boot/xen.gz donD_nem=131072 conml=115200, 8nl
This configures Xen to output on COM1 at 115,200 baud, 8 data bits, ity pad

1 stop bit. Modify these parameters for your environment. See Section AOehf
explanation of all boot parameters.

One can also configure XenLinux to share the serial console; to acthisvappend
“consol e=tt yS0” to your module line.

Serial Console Linux configuration

Enabling Linux serial console output at boot neither enables nor disaigging in to
Linux over serial port. It does however allow you to monitor and log the kibaot
process via serial console and can be very useful in debugging.

To enable Linux output at boot time, add the parametersol e=t t ySO (or ttyS1,
ttyS2, etc.) to your kernel GRUB line. Under Xen, this might be:

nmodul e /vm i nuz-2. 6-xen0 ro root=/dev/ Vol G oup00/ LogVol 00 \
consol e=ttyS0, 115200

to enable output over ttyS0 at 115200 baud.
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Serial Console Login configuration
Logging in to Linux via serial console, under Xen or otherwise, requspexifying a

login prompt be started on the serial port. To permit root logins over seoiasole,
the serial port must be added/tet c/ securetty.
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To automatically start a login prompt over the serial port, add the line:

c: 2345: respawn: /sbin/nmingetty ttyS0O
to/etc/inittab. Runinit qto force areload of your inttab and start getty.
To enable root logins, add yS0 to/ et ¢/ secur et t y if not already present.

Your distribution may use an alternate getty; options include getty, mgetty arig.age
Consult your distribution’s documentation for further information.

2.5.3 TLS Libraries

Users of the XenLinux 2.6 kernel should disable Thread Local Stofag8) (e.g.

by doingamv /1ib/tls /1ib/tls.disabled)before attempting to boot a Xen-
Linux kernef. You can always reenable TLS by restoring the directory to its original
location (i.enmv /1ib/tls.disabled /1ib/tls).

The reason for this is that the current TLS implementation uses segmentatiorain a
that is not permissible under Xen. If TLS is not disabled, an emulation modset u
within Xen which reduces performance substantially. To ensure fulbpadnce you
should install a ‘Xen-friendly’ (nosegneg) version of the library.

2.6 Booting Xen

It should now be possible to restart the system and use Xen. Reboohaaskcthe
new Xen option when the Grub screen appears.

What follows should look much like a conventional Linux boot. The firsttiporof
the output comes from Xen itself, supplying low level information about itgedfthe
underlying hardware. The last portion of the output comes from Xendinu

You may see some error messages during the XenLinux boot. Thesetareoss-
sarily anything to worry about—they may result from kernel configuratifieences
between your XenLinux kernel and the one you usually use.

When the boot completes, you should be able to log into your system as lisual.
are unable to log in, you should still be able to reboot with your normal Lireméd
by selecting it at the GRUB prompt.

“4If you boot without first disabling TLS, you will get a warning messageiry the boot process.
In this case, simply perform the rename after the machine is up and thérsioi n/ | dconfi g to
make it take effect.
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Chapter 3

Booting a Xen System

Booting the system into Xen will bring you up into the privileged management gioma
Domain0. At that point you are ready to create guest domains and “bamti tising
thexm cr eat e command.

3.1 Booting Domain0

After installation and configuration is complete, reboot the system and aubetihe
new Xen option when the Grub screen appears.

What follows should look much like a conventional Linux boot. The firstipaorof
the output comes from Xen itself, supplying low level information about itgadfthe
underlying hardware. The last portion of the output comes from Xerd.inu

When the boot completes, you should be able to log into your system as lisumal.
are unable to log in, you should still be able to reboot with your normal Lirendd
by selecting it at the GRUB prompt.

The first step in creating a new domain is to prepare a root filesystem fobidt
Typically, this might be stored in a normal partition, an LVM or other volume manag
partition, a disk file or on an NFS server. A simple way to do this is simply to boot
from your standard OS install CD and install the distribution into another partitio
your hard drive.

To start the xend control daemon, type
# xend start

If you wish the daemon to start automatically, see the instructions in Sectiondcg. O
the daemon is running, you can use ¥metool to monitor and maintain the domains
running on your system. This chapter provides only a brief tutorial. Weigeofull
details of thexmtool in the next chapter.
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3.2 Booting Guest Domains

3.2.1 Creating a Domain Configuration File

Before you can start an additional domain, you must create a configufdéo We
provide two example files which you can use as a starting point:

e /et c/ xen/ xmexanpl el is a simple template configuration file for describing
a single VM.

e /et c/ xen/ xnexanpl e2 file is a template description that is intended to be
reused for multiple virtual machines. Setting the value ofvthied variable on
thexmcommand line fills in parts of this template.

There are also a number of other examples which you may find useful. @oppf
these files and edit it as appropriate. Typical values you may wish to ellitlieic

kernel Set this to the path of the kernel you compiled for use with Xen
(e.g.kernel = *‘/boot/vnlinuz-2.6-xenU ")

memory Set this to the size of the domain’s memory in megabytes (e.g.
menmory = 64)

disk Set the first entry in this list to calculate the offset of the domain’s
root partition, based on the domain ID. Set the second to the lo-
cation of/ usr if you are sharing it between domains (edgsk =
[ phy: your _hard._drive%d, sdal,w % (base_partition_nunmber
+ vmid), ’'phy:your_usr partition,sda6,r’ ]

dhcp Uncomment the dhcp variable, so that the domain will receive its
IP address from a DHCP server (edgpcp="‘ dhcp’ )

You may also want to edit thef variable in order to choose the MAC address of the
virtual ethernet interface yourself. For example:

vif = [’ mac=00: 16: 3E: F6: BB: B3’ ]
If you do not set this variable, xend will automatically generate a randonCN4-
dress from the range 00:16:3E:xx:xx:xx, assigned by IEEE to Xen®&asa@n OUI

(organizationally unigue identifier). XenSource Inc. gives permissiorafyone to
use addresses randomly allocated from this range for use by their Xeaids

For alist of IEEE OUl assignments, seet p: / / st andar ds. i eee. or g/ r egaut h/
oui / oui . t xt

3.2.2 Booting the Guest Domain

Thexmtool provides a variety of commands for managing domains. Userthet e
command to start new domains. Assuming you've created a configuratian ike onf
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based aroundiet c/ xen/ xmexanpl e2, to start a domain with virtual machine ID 1
you should type:

# xmcreate -c nyvnconf vmid=1

The- ¢ switch causegsmto turn into the domain’s console after creation. Viné d=1
sets thevni d variable used in theyvntonf file.

You should see the console boot messages from the new domain appeattiey
terminal in which you typed the command, culminating in a login prompt.

3.3 Starting / Stopping Domains Automatically

Itis possible to have certain domains start automatically at boot time and to b d
wait for all running domains to shutdown before it shuts down the system.

To specify a domain is to start at boot-time, place its configuration file (or a liit to
undetr/ et ¢/ xen/ aut o/ .

A Sys-V style init script for Red Hat and LSB-compliant systems is provetediwill
be automatically copied tbet c/i ni t. d/ during install. You can then enable it in
the appropriate way for your distribution.

For instance, on Red Hat:
# chkconfig --add xendonai ns
By default, this will start the boot-time domains in runlevels 3, 4 and 5.
You can also use theer vi ce command to run this script manually, e.g:
# service xendomai ns start
Starts all the domains with config files under /etc/xen/auto/.
# servi ce xendonai ns stop

Shuts down all running Xen domains.
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Chapter 4

Domain Management Tools

This chapter summarizes the management software and tools available.

4.1 Xend

The Xend node control daemon performs system management functiatedréo
virtual machines. It forms a central point of control of virtualized reses, and must
be running in order to start and manage virtual machines. Xend must besrcoot
because it needs access to privileged system management functions.

An initialization script namedet c/ i ni t . d/ xend is provided to start Xend at boot
time. Use the tool appropriate (i.e. chkconfig) for your Linux distributionpgecsfy
the runlevels at which this script should be executed, or manually createodig links
in the correct runlevel directories.

Xend can be started on the command line as well, and supports the followin§ set
parameters:

# xend start start xend, if not already running

# xend stop stop xend if already running

# xend restart restart xend if running, otherwise start it
# xend status indicates xend status by its return code

A SysV init script calledkend is provided to start xend at boot timeake i nst al |
installs this script in etc/init.d. To enable it, you have to make symbolic links
in the appropriate runlevel directories or use titekconf i g tool, where available.
Once xend is running, administration can be done using th®ol.
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4.1.1 Logging

As xend runs, events will be loggedtear /| og/ xend. | og and (less frequently) to
/var /1 og/ xend- debug. | og. These, along with the standard syslog files, are useful
when troubleshooting problems.

4.1.2 Configuring Xend

Xend is written in Python. At startup, it reads its configuration informatiommfro
the file / et c/ xen/ xend- confi g. sxp. The Xen installation places an example
xend- confi g. sxp fileinthe/ et ¢/ xen subdirectory which should work for most
installations.

See the example configuration fikeend- debug. sxp and the section 5 man page
xend- confi g. sxp for a full list of parameters and more detailed information.
Some of the most important parameters are discussed below.

An HTTP interface and a Unix domain socket API are available to communidtie w
Xend. This allows remote users to pass commands to the daemon. By defaudt, Xe
does not start an HTTP server. It does start a Unix domain socketgearent server,

as the low level utilityxmrequires it. For support of cross-machine migration, Xend
can start a relocation server. This support is not enabled by defagkeEurity reasons.

Note: the examplgend configuration file modifies the defaults and starts up Xend as
an HTTP server as well as a relocation server.

From the file:

#(xend- htt p-server no)

(xend- http-server yes)
#(xend-uni x- server yes)
#(xend-rel ocati on-server no)
(xend-rel ocation-server yes)

Comment or uncomment lines in that file to disable or enable features thatguaivere
Connections from remote hosts are disabled by default:

# Address xend should listen on for HTTP connections, if xend-http-server i:
# set.

# Specifying 'local host’ prevents renpote connections.

# Specifying the enpty string '’ (the default) allows all connections.
#(xend- address ')

(xend- address | ocal host)

It is recommended that if migration support is not neededxtdrad- r el ocat i on- server
parameter value be changed tw” or commented out.
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4.2 Xm

The xm tool is the primary tool for managing Xen from the console. The géne
format of an xm command line is:

# xm command [switches] [argunents] [vari abl es]

The availableswitchesand argumentsare dependent on theommandchosen. The
variablesmay be set using declarations of the fovar i abl e=val ue and com-
mand line declarations override any of the values in the configuration file lsied,
including the standard variables described above and any customlgar{x in-

stance, thandef confi g file uses asm d variable).

For online help for the commands available, type:
# xm hel p

This will list the most commonly used commands. The full list can be obtained using
xm hel p --1ong. Youcanalsotypem hel p <comrand> for more information
on a given command.

4.2.1 Basic Management Commands

One useful command # xm | i st which lists all domains running in rows of the
following format:

nane dom d nenory vcpus state cputine
The meaning of each field is as follows:
name The descriptive name of the virtual machine.
domid The number of the domain ID this virtual machine is running in.
memory Memory size in megabytes.
vcpus The number of virtual CPUs this domain has.
state Domain state consists of 5 fields:
r running
b blocked
p paused
s shutdown
c crashed
cputime How much CPU time (in seconds) the domain has used so far.

Thexm |i st command also supports a long output format when-theswitch is
used. This outputs the full details of the running domains in xend’s SXPguoafion
format.
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You can get access to the console of a particular domain using then consol e
command (e.g¥¢ xm consol e nyVM.

4.2.2 Domain Scheduling Management Commands

The credit CPU scheduler automatically load balances guest VCPUs adravail-
able physical CPUs on an SMP host. The user need not manually pin VR
balance the system. However, she can restrict which CPUs a particuRlt Vitay run
on using thexm vcpu- pi n command.

Each guest domain is assigneded ght and acap.

A domain with a weight of 512 will get twice as much CPU as a domain with a weight
of 256 on a contended host. Legal weights range from 1 to 65535 ardakthalt is
256.

The cap optionally fixes the maximum amount of CPU a guest will be able to ownsu
even if the host system has idle CPU cycles. The cap is expressed ém{zaye of one
physical CPU: 100 is 1 physical CPU, 50 is half a CPU, 400 is 4 CPUs, é&tae.
default, 0, means there is no upper cap.

When you are running with the credit scheduler, you can check and ynyalifr do-
mains’ weights and caps using tken sched- cr edi t command:

xm sched-credit -d <domai n> lists weight and cap
xm sched-credit -d <domai n> -w <wei ght > sets the weight
xm sched-credit -d <domai n> -c <cap> sets the cap
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Chapter 5

Domain Configuration

The following contains the syntax of the domain configuration files and igiser of
how to further specify networking, driver domain and general sclieglbehavior.

5.1 Configuration Files

Xen configuration files contain the following standard variables. Unlessnotke
stated, configuration items should be enclosed in quotes: see the caidigs@ipts
in/ et c/ xen/ for concrete examples.

kernel Path to the kernel image.

ramdisk Path to a ramdisk image (optional).

memory Memory size in megabytes.

vcpus The number of virtual CPUSs.

console Port to export the domain console on (default 9600 + domain ID).

vif Network interface configuration. This may simply contain an empty string for
each desired interface, or may override various settings, e.qg.

vif = [ "mac=00: 16: 3E: 00: 00: 11, bridge=xen-br0’,
"bridge=xen-brl ]

to assign a MAC address and bridge to the first interface and assigreeediff
bridge to the second interface, leaving xend to choose the MAC addréss.
settings that may be overridden in this way are type, mac, bridge, ip, script,
backend, and vifname.

disk Listof block devices to exportto the domainedy.sk = [ ’ phy: hdal, sdal,r’
exports physical devicédev/ hdal to the domain agdev/ sdal with read-
only access. Exporting a disk read-write which is currently mounted is dange
ous — if you arecertainyou wish to do this, you can specify as the mode.
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dhcp Setto' dhep’ if you want to use DHCP to configure networking.
netmask Manually configured IP netmask.

gateway Manually configured IP gateway.

hostname Set the hostname for the virtual machine.

root Specify the root device parameter on the kernel command line.
nfs_server IP address for the NFS server (if any).

nfs_root Path of the root filesystem on the NFS server (if any).

extra Extra string to append to the kernel command line (if any)

Additional fields are documented in the example configuration files (e.g. figooa
virtual TPM functionality).

For additional flexibility, it is also possible to include Python scripting commands in
configuration files. An example of this is thlxerexanpl e2 file, which uses Python
code to handle theni d variable.

5.2 Network Configuration

For many users, the default installation should work “out of the box”. évimympli-
cated network setups, for instance with multiple Ethernet interfaces anxiating
bridging setups will require some special configuration.

The purpose of this section is to describe the mechanisms provided by xatholia
flexible configuration for Xen'’s virtual networking.

5.2.1 Xen virtual network topology

Each domain network interface is connected to a virtual network interfacerim)
by a point to point link (effectively a “virtual crossover cable”). Thedevices are
namedvi f <dom d>. <vi fi d> (e.g.vi f 1. O for the first interface in domain 1,
vi f 3. 1 for the second interface in domain 3).

Traffic on these virtual interfaces is handled in domain 0 using standatck lnrech-
anisms for bridging, routing, rate limiting, etc. Xend calls on two shell scriptsete p
form initial configuration of the network and configuration of new virtuaknfaces.
By default, these scripts configure a single bridge for all the virtual iatex$. Arbi-
trary routing / bridging configurations can be configured by customiziagthipts, as
described in the following section.
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5.2.2 Xen networking scripts

Xen's virtual networking is configured by two shell scripts (by defaelt wor k- br i dge
andvi f - bri dge). These are called automatically by xend when certain events occur,
with arguments to the scripts providing further contextual information. Thespts

are found by default inet ¢/ xen/ scri pt s. The names and locations of the scripts
can be configured ihet ¢/ xen/ xend- confi g. sxp.

network-bridge: This script is called whenever xend is started or stopped to respec-
tively initialize or tear down the Xen virtual network. In the default confagur
tion initialization creates the bridge ‘xen-br0’ and moves eth0 onto that hridge
modifying the routing accordingly. When xend exits, it deletes the Xen bridge
and removes ethO, restoring the normal IP and routing configuration.

vif-bridge: This script is called for every domain virtual interface and can configure
firewalling rules and add the vif to the appropriate bridge. By default, thils ad
and removes VIFs on the default Xen bridge.

Other example scripts are availabte{ wor k- r out e andvi f - r out e, net wor k- nat
andvi f - nat ). For more complex network setups (e.g. where routing is required or
integrate with existing bridges) these scripts may be replaced with customidedtsa

for your site’s preferred configuration.

5.3 Driver Domain Configuration

5.3.1 PCI

Individual PCI devices can be assigned to a given domain (a PClrdfamain) to
allow that domain direct access to the PCI hardware.

While PCI Driver Domains can increase the stability and security of a sysyead-b
dressing a number of security concerns, there are some security ibatie=main that
you can read about in Section 9.2.

Compile-Time Setup

To use this functionality, ensure that the PCI Backend is compiled in to a gedle
domain (e.g. domain 0) and that the domains which will be assigned PCI deaces
the PCI Frontend compiled in. In XenLinux, the PCI Backend is availableuti
Xen configuration section while the PCI Frontend is under the architespeeific
"Bus Options” section. You may compile both the backend and the frontendhato
same kernel; they will not affect each other.
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PCI Backend Configuration - Binding at Boot

The PCI devices you wish to assign to unprivileged domains must be "Hidiaen
your backend domain (usually domain 0) so that it does not load a davdrém. Use
thepci back. hi de kernel parameter which is specified on the kernel command-line
and is configurable through GRUB (see Section 2.5). Note that devieasareally
hidden from the backend domain. The PCI Backend appears to the Lamogllas a
regular PCI device driver. The PCI Backend ensures that no othécaldriver loads
for the devices by binding itself as the device driver for those devicgsdBvices are
identified by hexadecimal slot/funciton numbers (on Linux, uspci to determine
slot/funciton numbers of your devices) and can be specified with or wittheuP Cl
domain:
(bus: sl ot. func) example( 02: 1d. 3)
(domai n: bus: sl ot. func) example( 0000: 02: 1d. 3)

An example kernel command-line which hides two PCI devices might be:
root =/ dev/ sda4 ro consol e=tty0 pci back. hi de=(02: 01.f) (0000: 04: 1d. 0)

PCI Backend Configuration - Late Binding

PCI devices can also be bound to the PCI Backend after boot throughaheal
binding/unbinding facilities provided by the Linux kernel in sysfs (allowirg &
Xen user to give PCI devices to driver domains that were not specifigdekernel
command-line). There are several attributes with the PCI Backend's dirsictory
(/ sys/ bus/ pci / dri ver s/ pci back) that can be used to bind/unbind devices:

slots lists all of the PCI slots that the PCI Backend will try to seize (or "hide” from
Domain 0). A PCI slot must appear in this list before it can be bound to the PCI
Backend through thiei nd attribute.

new_slot write the name of a slot here (in 0000:00:00.0 format) to have the PCI Back-
end seize the device in this slot.

remove.slot write the name of a slot here (same formahasg.s! ot ) to have the PCI
Backend no longer try to seize devices in this slot. Note that this does nioiclinb
the driver from a device it has already seized.

bind write the name of a slot here (in 0000:00:00.0 format) to have the Linux kernel
attempt to bind the device in that slot to the PCI Backend driver.

unbind write the name of a skit here (same formabasad) to have the Linux kernel
unbind the device from the PCI Backend. DO NOT unbind a device while it is
currently given to a PCI driver domain!

Some examples:
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Bind a device to the PCI Backend which is not bound to any other driver.

# # Add a new slot to the PCl Backend' s i st

# echo -n 0000:01:04.d > /sys/bus/pci/drivers/pci back/ new_ sl ot
# # Now that the backend is watching for the slot, bind to it
# echo -n 0000:01:04.d > /sys/bus/pci/drivers/pciback/bi nd

Unbind a device from its driver and bind to the PCI Backend.

# # Unbind a PCl network card fromits network driver

# echo -n 0000: 05:02.0 > /sys/bus/pci/drivers/3c905/ unbi nd

# # And now bind it to the PCl Backend

# echo -n 0000: 05:02.0 > /sys/bus/pci/drivers/pci back/ new_sl ot
# echo -n 0000: 05:02.0 > /sys/bus/pci/drivers/pciback/bi nd

Note that the "-n” option in the example is important as it causes echo to naitautp
new-line.

PCI Frontend Configuration

To configure a domU to receive a PCI device:

Command-line: Use thepci command-line flag. For multiple devices, use the option
multiple times.
xm create netcard-dd pci=01:00.0 pci=02:03.0

Flat Format configuration file: Specify all of your PCI devices in a python list named
pci.
pci=['01:00.0",’ 02:03.0’]

SXP Format configuration file: Use a single PCI device section for all of your de-
vices (specify the numbers in hexadecimal with the preceding '0x’). Nak th
domainhere refers to the PCI domain, not a virtual machine within Xen.

(device (pci
(dev (domai n 0x0) (bus 0x3) (sl ot Oxla)(func 0x1)
(dev (domai n 0x0) (bus 0x1) (sl ot 0x5)(func 0x0)
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Chapter 6

Storage and File System
Management

Storage can be made available to virtual machines in a number of differgat Wais
chapter covers some possible configurations.

The most straightforward method is to export a physical block devicerthdrave or
partition) from domO directly to the guest domain as a virtual block device (WBD

Storage may also be exported from a filesystem image or a partitioned filesyssege
as afile-backed VBD

Finally, standard network storage protocols such as NBD, iSCSI, NfeS,can be
used to provide storage to virtual machines.

6.1 Exporting Physical Devices as VBDs

One of the simplest configurations is to directly export individual partitisomfdo-
main O to other domains. To achieve this use phg: specifier in your domain
configuration file. For example a line like

di sk = [’ phy: hda3, sdal, w ]

specifies that the partitiohdev/ hda3 in domain 0 should be exported read-write to
the new domain asdev/ sdal; one could equally well export it asdev/ hda or
/ dev/ sdb5 should one wish.

In addition to local disks and partitions, it is possible to export any devide.ihax
considers to be “a disk” in the same manner. For example, if you have iS8iS| ar
GNBD volumes imported into domain O you can export these to other domains using
thephy: disk syntax. E.g.:

di sk = [’ phy:vg/lvnl, sda2, w ]
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Warning: Block device sharing

Block devices should typically only be shared between domains in a read-
only fashion otherwise the Linux kernel's file systems will get very con-
fused as the file system structure may change underneath them (having
the same ext3 partition mountedv twice is a sure fire way to cause ir-
reparable damage)! Xend will attempt to prevent you from doing this
by checking that the device is not mounted read-write in domain 0, and
hasn’t already been exported read-write to another domain. If you wan
read-write sharing, export the directory to other domains via NFS from
domain O (or use a cluster file system such as GFS or ocfs2).

6.2 Using File-backed VBDs

Itis also possible to use a file in Domain 0 as the primary storage for a virtudlineac

As well as being convenient, this also has the advantage that the virtulddoice

will be sparse— space will only really be allocated as parts of the file are used. So
if a virtual machine uses only half of its disk space then the file really takeslfiph

the size allocated.

For example, to create a 2GB sparse file-backed virtual block devitea{sconly
consumes 1KB of disk):

# dd if=/dev/zero of =vnildi sk bs=1k seek=2048k count =1
Make a file system in the disk file:

# nkfs -t ext3 vmldi sk
(when the tool asks for confirmation, answer ‘y")
Populate the file system e.g. by copying from the current root:

# mount -o | oop vnildi sk / mt
# cp -ax /{root,dev,var,etc,usr,bin,sbin, lib} /mt
# nkdir /mt/{proc, sys, hone, t np}

Tailor the file system by editinget c/ f st ab, / et ¢/ host nane, etc. Don’t forget

to edit the files in the mounted file system, instead of your domain 0O filesystem, e.g.
you would edit/ mt /et c/fstab instead of/ et c/ f st ab. For this example put

/ dev/ sdal to root in fstab.

Now unmount (this is important!):
# unmount / mt
In the configuration file set:
disk = ['"file:/full/path/to/vmldi sk, sdal, w ]
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As the virtual machine writes to its ‘disk’, the sparse file will be filled in and cons
more space up to the original 2GB.

Note that file-backed VBDs may not be appropriate for backing I/O-irtensive
domains. File-backed VBDs are known to experience substantial slowdownsrunde
heavy 1/0 workloads, due to the I/O handling by the loopback block de\dee to
support file-backed VBDs in domO. Better I/0O performance can be aethiby using
either LVM-backed VBDs (Section 6.3) or physical devices as VBDst{S8e 6.1).

Linux supports a maximum of eight file-backed VBDs across all domainseiguit.
This limit can be statically increased by using thexloop module parameter if CON-
FIG_.BLK _DEV_LOOP is compiled as a module in the domO kernel, or by using the
maxloop=n boot option if CONFIGBLK _DEV_LOOP is compiled directly into the
domO kernel.

6.3 Using LVM-backed VBDs

A particularly appealing solution is to use LVM volumes as backing for domain file
systems since this allows dynamic growing/shrinking of volumes as well asisoiap
and other features.

To initialize a partition to support LVM volumes:
# pvcreate /dev/sdalO

Create a volume group named ‘vg’ on the physical partition:
# vgcreate vg /dev/sdalO

Create a logical volume of size 4GB named ‘myvmdisk1’:
# lvcreate -L4096M -n nyvndi skl vg

You should now see that you have dev/ vg/ nyvndi skl Make a filesystem, mount
it and populate it, e.g.:

# nkfs -t ext3 /dev/vg/ nmyvndi skl
# mount /dev/vg/ myvndi skl / mt

# cp -ax / /' mt

# unount /mmt

Now configure your VM with the following disk configuration:
di sk = [ ' phy:vg/ nyvndi skl, sdal, w ]

LVM enables you to grow the size of logical volumes, but you'll need tizeethe
corresponding file system to make use of the new space. Some file systgnex(®)
now support online resize. See the LVM manuals for more details.

You can also use LVM for creating copy-on-write (CoW) clones of LVilumes
(known as writable persistent snapshots in LVM terminology). This facilityels m
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Linux 2.6.8, so isn’'t as stable as one might hope. In particular, using loGowf
LVM disks consumes a lot of domO memory, and error conditions such asngiout
of disk space are not handled well. Hopefully this will improve in future.

To create two copy-on-write clones of the above file system you woulthesiellow-
ing commands:

# lvcreate -s -L1024M -n nycl onedi skl /dev/vg/ nyvidi skl
# lvcreate -s -L1024M -n nycl onedi sk2 /dev/vg/ nyvndi skl

Each of these can grow to have 1GB of differences from the master volMouecan
grow the amount of space for storing the differences using the Ivextmdand, e.g.:

# | vextend +100M / dev/vg/ nycl onedi skl

Don't let the ‘differences volume’ ever fill up otherwise LVM gets ratieenfused. It
may be possible to automate the growing process by ukiagt up wai t to spot the
volume getting full and then issue amext end.

In principle, it is possible to continue writing to the volume that has been clahed (
changes will not be visible to the clones), but we wouldn’'t recommend tlige the
cloned volume as a ‘pristine’ file system install that isn’t mounted directly lyain
the virtual machines.

6.4 Using NFS Root

First, populate a root filesystem in a directory on the server machine. @&hib&on a
distinct physical machine, or simply run within a virtual machine on the same node

Now configure the NFS server to export this filesystem over the netwpeddding a
line to/ et c/ export s, for instance:

/ export/vmlr oot 1.2.3.4/24 (rw,sync, no_root_squash)

Finally, configure the domain to use NFS root. In addition to the normal vasajde
should make sure to set the following values in the domain’s configuration file:

r oot = '/dev/nfs’
nfs_server ='2.3.4.5 # substitute | P address of server
nfs_root = '/path/to/root’ # path to root FS on the server

The domain will need network access at boot time, so either statically comfagur
IP address using the config variablgs net mask, gat eway, host nane; or enable
DHCP @dhcp=" dhcp’).

Note that the Linux NFS root implementation is known to have stability problems
under high load (this is not a Xen-specific problem), so this configurationrmotie
appropriate for critical servers.
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Chapter 7

CPU Management

Xen allows a domain’s virtual CPU(s) to be associated with one or more HIgsC
This can be used to allocate real resources among one or more guestanake
optimal use of processor resources when utilizing dual-core, hyeading, or other

advanced CPU technologies.

Xen enumerates physical CPUs in a ‘depth first' fashion. For a systemhwitin
hyperthreading and multiple cores, this would be all the hyperthreads memepre,
then all the cores on a given socket, and then all sockets. I.e. if yoa had socket,
dual core, hyperthreaded Xeon the CPU order would be:

socket0 socketl
coreQ corel core0 corel
htO | htl | htO | htl | htO | htl | htO | htl
#0 | #1 | #2 | #3 | #4 | #5 | #6 | #7

Having multiple vcpus belonging to the same domain mapped to the same physical

CPU is very likely to lead to poor performance. It's better to use ‘vcptistadot-
unplug one of the vcpus and ensure the others are pinned on difteRdss.

If you are running 1O intensive tasks, its typically better to dedicate eithgmparh
thread or whole core to running domain 0, and hence pin other domainstdhelya
can’t use CPU 0. If your workload is mostly compute intensive, you mayt veapin
vepus such that all physical CPU threads are available for guest demain
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Chapter 8

Migrating Domains

8.1 Domain Save and Restore

The administrator of a Xen system may suspend a virtual machine’s cstegatinto
a disk file in domain 0, allowing it to be resumed at a later time.

For example you can suspend a domain called “VYM1" to disk using the command:
# xm save VML VML. chk

This will stop the domain named “VYM1” and save its current state into a file called
VML. chk.

To resume execution of this domain, use ther est or e command:
# xmrestore VML chk

This will restore the state of the domain and resume its execution. The domain will
carry on as before and the console may be reconnected usimgntkensol e com-
mand, as described eatrlier.

8.2 Migration and Live Migration

Migration is used to transfer a domain between physical hosts. There areativ
eties: regular and live migration. The former moves a virtual machine froenhaist

to another by pausing it, copying its memory contents, and then resuming it on the
destination. The latter performs the same logical functionality but withoutinged

to pause the domain for the duration. In general when performing live trogréhe
domain continues its usual activities and—from the user’s perspectiveitration
should be imperceptible.

To perform a live migration, both hosts must be running Xen / xend anddbgna-
tion host must have sufficient resources (e.g. memory capacity) to acodetenthe
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domain after the move. Furthermore we currently require both sourceesithdtion
machines to be on the same L2 subnet.

Currently, there is no support for providing automatic remote access tgditras
stored on local disk when a domain is migrated. Administrators should chaose a
appropriate storage solution (i.e. SAN, NAS, etc.) to ensure that domaiystiéass

are also available on their destination node. GNBD is a good method for expartin
volume from one machine to another. iISCSI can do a similar job, but is more comple
to set up.

When a domain migrates, it's MAC and IP address move with it, thus it is only gessib
to migrate VMs within the same layer-2 network and IP subnet. If the destinatide n
is on a different subnet, the administrator would need to manually configauieadble
etherip or IP tunnel in the domain O of the remote node.

A domain may be migrated using ttxen nmi gr at e command. To live migrate a do-
main to another machine, we would use the command:

# xmmgrate --1ive nmydomai n destination. ournetwork.com

Without the- - | i ve flag, xend simply stops the domain and copies the memory image
over to the new node and restarts it. Since domains can have large allodhi®ns
can be quite time consuming, even on a Gigabit network. With theé ve flag xend
attempts to keep the domain running while the migration is in progress, resulting in
typical down times of just 60-300ms.

For now it will be necessary to reconnect to the domain’s console on thenaehine
using thexm consol e command. If a migrated domain has any open network con-
nections then they will be preserved, so SSH connections do not haveritégion.
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Chapter 9

Securing Xen

This chapter describes how to secure a Xen system. It describes amairsbenarios
and provides a corresponding set of best practices. It begins wibt@is devoted to
understanding the security implications of a Xen system.

9.1 Xen Security Considerations

When deploying a Xen system, one must be sure to secure the managemeairt do
(Domain-0) as much as possible. If the management domain is compromisetieall o
domains are also vulnerable. The following are a set of best practicBofoain-0:

1. Run the smallest number of necessary servicesThe less things that are
present in a management partition, the better. Remember, a service running
as root in the management domain has full access to all other domains on the
system.

2. Use a firewall to restrict the traffic to the management domain.A firewall
with default-reject rules will help prevent attacks on the management domain.

3. Do not allow users to access Domain-0The Linux kernel has been known
to have local-user root exploits. If you allow normal users to access befna
(even as unprivileged users) you run the risk of a kernel exploit nga&ihof
your domains vulnerable.

9.2 Driver Domain Security Considerations

Driver domains address a range of security problems that exist iagdhe use of de-
vice drivers and hardware. On many operating systems in common use tiedée
drivers run within the kernel with the same privileges as the kernel. Fawo onecha-
nisms exist to protect the integrity of the kernel from a misbehaving (reagg¥s’) or
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malicious device driver. Driver domains exist to aid in isolating a devicesdsiithin
its own virtual machine where it cannot affect the stability and integrity of rodioe
mains. If a driver crashes, the driver domain can be restarted rataerhifive the
entire machine crash (and restart) with it. Drivers written by unknown ¢rnusted
third-parties can be confined to an isolated space. Driver domains tHussacy num-
ber of security and stability issues with device drivers.

However, due to limitations in current hardware, a number of securityarosaemain
that need to be considered when setting up driver domains (it shouldtee that the
following list is not intended to be exhaustive).

1. Without an IOMMU, a hardware device can DMA to memory regions out-
side of its controlling domain. Architectures which do not have an IOMMU
(e.g. most x86-based platforms) to restrict DMA usage by hardwareudmer-
able. A hardware device which can perform arbitrary memory reads aitelsw
can read/write outside of the memory of its controlling domain. A malicious or
misbehaving domain could use a hardware device it controls to send data ove
writing memory in another domain or to read arbitrary regions of memory in
another domain.

2. Shared buses are vulnerable to sniffingDevices that share a data bus can sniff
(and possible spoof) each others’ data. Device A that is assigned toiDéma
could eavesdrop on data being transmitted by Domain B to Device B and then
relay that data back to Domain A.

3. Devices which share interrupt lines can either prevent the receptio of that
interrupt by the driver domain or can trigger the interrupt servic e routine
of that guest needlessly.A devices which shares a level-triggered interrupt
(e.g. PCI devices) with another device can raise an interrupt and okagr
it. This effectively blocks other devices which share that interrupt litenfr
notifying their controlling driver domains that they need to be serviced.\icge
which shares an any type of interrupt line can trigger its interrupt cortinua
which forces execution time to be spent (in multiple guests) in the interrupt
service routine (potentially denying time to other processes within that guest).
System architectures which allow each device to have its own interrupt lige (e
PClI's Message Signaled Interrupts) are less vulnerable to this dersairate
problem.

4. Devices may share the use of /O memory address spac¥en can only re-
strict access to a device’s physical 1/0 resources at a certain griayulgor
interrupt lines and 1/O port address space, that granularity is verygenter-
rupt line and per I/O port). However, Xen can only restrict access toléory
address space on a page size basis. If more than one device sleaoéa page
in I/0 memory address space, the domains to which those devices are dssigne
will be able to access the I/O memory address space of each other’'sslevice
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9.3 Security Scenarios

9.3.1 The Isolated Management Network

In this scenario, each node has two network cards in the cluster. Onerketard is
connected to the outside world and one network card is a physically isolateayea
ment network specifically for Xen instances to use.

As long as all of the management partitions are trusted equally, this is the noagt se
scenario. No additional configuration is needed other than forcing Xehuhd to the
management interface for relocation.

9.3.2 A Subnet Behind a Firewall

In this scenario, each node has only one network card but the entitercdits behind
a firewall. This firewall should do at least the following:

1. Prevent IP spoofing from outside of the subnet.

2. Prevent access to the relocation port of any of the nodes in the cxstept
from within the cluster.

The following iptables rules can be used on each node to prevent migraidhat
node from outside the subnet assuming the main firewall does not do tlyisuifor

# this command di sables all access to the Xen relocation
# port:
iptables -A INPUT -p tcp --destination-port 8002 -j REJECT

# this command enabl es Xen relocations only fromthe specific

# subnet :

i ptables -1 INPUT -p tcp -{}-source 192.168.1.1/8 \
--destination-port 8002 -j ACCEPT

9.3.3 Nodes on an Untrusted Subnet

Migration on an untrusted subnet is not safe in current versions of Xemay be
possible to perform migrations through a secure tunnel via an VPN or $&only
safe option in the absence of a secure tunnel is to disable migration complgtely.
easiest way to do this is with iptables:

# this command di sables all access to the Xen rel ocation port
iptables -A INPUT -p tcp -{}-destination-port 8002 -] REJECT
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Chapter 10

Build and Boot Options

This chapter describes the build- and boot-time options which may be used to tailo
your Xen system.

10.1 Top-level Configuration Options

Top-level configuration is achieved by editing one of two filesnf i g. nk andvakefi | e.

The former allows the overall build target architecture to be specified. withuyp-
ically not need to modify this unless you are cross-compiling or if you wish tla bu
a PAE-enabled Xen system. Additional configuration options are docuthéntbe
Confi g. nk file.

The top-levelvakef i | e is chiefly used to customize the set of kernels built. Look for
the line:

KERNELS ?= | i nux-2.6-xen0 |inux-2.6-xenU

Allowable options here are any kernels which have a correspondingdarifiuration
file in thebui | dconfi gs/ directory.

10.2 Xen Build Options

Xen provides a number of build-time options which should be set as envimnme
variables or passed on make’s command-line.

verbose=y Enable debugging messages when Xen detects an unexpected condition.
Also enables console output from all domains.

debug=y Enable debug assertions. Impliesrbose=y (Primarily useful for tracing
bugs in Xen).
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debugger=y Enable the in-Xen debugger. This can be used to debug Xen, guest OSe
and applications.

perfc=y Enable performance counters for significant events within Xen. Thatsou
can be reset or displayed on Xen'’s console via console control keys.

10.3 Xen Boot Options

These options are used to configure Xen'’s behaviour at runtime. Troaydsbe ap-
pended to Xen’s command line, either manually or by editingb. conf .

noreboot Don't reboot the machine automatically on errors. This is useful to catch
debug output if you aren’t catching console messages via the serial line.

nosmp Disable SMP support. This option is implied by ‘ignorebiostables’.
watchdog Enable NMI watchdog which can report certain failures.

noirgbalance Disable software IRQ balancing and affinity. This can be used on
systems such as Dell 1850/2850 that have workarounds in hardwalie @o
routing issues.

badpage=page number>,<page number>, ... Specify a list of pages not to be
allocated for use because they contain bad bytes. For example, if yourrgnemo
tester says that byte 0x12345678 is bad, you would place ‘badpatj234x’
on Xen's command line.

coml=<baud>,DPS<io_base>,<irq > com2=<baud>,DPSxio_base>,<irq >

Xen supports up to two 16550-compatible serial ports. For example: ‘cO60G;
8nl, 0x408, 5" maps COML1 to a 9600-baud port, 8 data bits, no parity,pl sto
bit, 1/0 port base 0x408, IRQ 5. If some configuration options are standa
(e.g., /0 base and IRQ), then only a prefix of the full configuration strigwgn

be specified. If the baud rate is pre-configured (e.g., by the bootlptuber you
can specify ‘auto’ in place of a numeric baud rate.

console=cspecifier list> Specify the destination for Xen console I/O. This is a comma-
separated list of, for example:

vga Use VGA console and allow keyboard input.
coml Use serial port coml.

com2H Use serial port com2. Transmitted chars will have the MSB set. Re-
ceived chars must have MSB set.

com2L Use serial port com2. Transmitted chars will have the MSB cleared.
Received chars must have MSB cleared.

The latter two examples allow a single port to be shared by two subsystems
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(e.g. console and debugger). Sharing is controlled by MSB of eachntign
ted/received character. [NB. Default for this option is ‘com1,vga’]

sync.console Force synchronous console output. This is useful if you system fails
unexpectedly before it has sent all available output to the console. lhoasss
Xen will automatically enter synchronous mode when an exceptional egent o
curs, but this option provides a manual fallback.

conswitch=<switch-char><auto-switch-char> Specify how to switch serial-console
input between Xen and DOMO. The required sequence is CXRWitch-char-
pressed three times. Specifying the backtick character disables switdfieg.
<auto-switch-chas specifies whether Xen should auto-switch input to DOMO
when it boots — if it is ‘X’ then auto-switching is disabled. Any other value, or
omitting the character, enables auto-switching. [NB. Default switch-chat]s

nmi=xxx Specify what to do with an NMI parity or 1/O error.
‘nmi=fatal’: Xen prints a diagnostic and then hangs.
‘nmi=dom0’: Inform DOMO of the NMI.
‘nmi=ignore’; Ignore the NMI.

mem=xxx Set the physical RAM address limit. Any RAM appearing beyond this
physical address in the memory map will be ignored. This parameter may be
specified with a B, K, M or G suffix, representing bytes, kilobytes, metghy
and gigabytes respectively. The default unit, if no suffix is specifiddidbytes.

domO.mem=xxx Setthe amount of memory to be allocated to domain0. In Xen 3.x
the parameter may be specified with a B, K, M or G suffix, representing bytes
kilobytes, megabytes and gigabytes respectively; if no suffix is specified
parameter defaults to kilobytes. In previous versions of Xen, suffixare wot
supported and the value is always interpreted as kilobytes.

tbuf _size=xxx Set the size of the per-cpu trace buffers, in pages (default 0).

sched=xxx Select the CPU scheduler Xen should use. The current possibilities are
‘sedf’ (default), ‘credit’, and ‘bvt’.

apic_verbosity=debug,verbose Print more detailed information about local APIC
and IOAPIC configuration.

lapic Force use of local APIC even when left disabled by uniprocessoEBIO
nolapic Ignore local APIC in a uniprocessor system, even if enabled by the BIOS

apic=bigsmp,default,es7000,summitSpecify NUMA platform. This can usually
be probed automatically.

In addition, the following options may be specified on the Xen command line. Since
domain 0 shares responsibility for booting the platform, Xen will automaticallpgro
gate these options to its command line. These options are taken from Linux'saod-

line syntax with unchanged semantics.
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acpi=off,force,strict,ht,noirq,... Modify how Xen (and domain 0) parses the BIOS
ACPI tables.

acpi_skip_timer _override Instruct Xen (and domain 0) to ignore timer-interrupt over-
ride instructions specified by the BIOS ACPI tables.

noapic Instruct Xen (and domain 0) to ignore any IOAPICs that are presentein th
system, and instead continue to use the legacy PIC.

10.4 XenLinux Boot Options

In addition to the standard Linux kernel boot options, we support:
xencons=xxx Specify the device node to which the Xen virtual console driver is
attached. The following options are supported:

‘xencons=off’: disable virtual console
‘xencons=tty’: attach console to /dev/tty1 (ttyO at boot-time)
‘xencons=ttyS’: attach console to /dev/ttySO

The default is ttyS for dom0 and tty for all other domains.
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Chapter 11

Further Support

If you have questions that are not answered by this manual, the safrogsrma-
tion listed below may be of interest to you. Note that bug reports, suggestiahs
contributions related to the software (or the documentation) should be st Xen
developers’ mailing list (address below).

11.1 Other Documentation

For developers interested in porting operating systems to XeXehdnterface Man-
ual is distributed in thelocs/ directory of the Xen source distribution.

11.2 Online References

The official Xen web site can be found at:
http://ww. xensour ce. com

This contains links to the latest versions of all online documentation, includimg th
latest version of the FAQ.

Information regarding Xen is also available at the Xen Wiki at
http://w ki.xensource. conl xenw ki /

The Xen project uses Bugzilla as its bug tracking system. You'll find theB{eyrilla
at http://bugzilla.xensource.com/bugzilla/.
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11.3 Mailing Lists

There are several mailing lists that are used to discuss Xen related topieandst
widely relevant are listed below. An official page of mailing lists and subgorip
information can be found at

http://1ists.xensource. conml

xen-devel@lists.xensource.consed for development discussions and bug reports.
Subscribe at:
http://1ists.xensource. conf xen-deve

xen-users@lists.xensource.corysed for installation and usage discussions and re-
guests for help. Subscribe at:
http://1ists.xensource. conlf xen-users

xen-announce@lists.xensource.cortlsed for announcements only. Subscribe at:
http://1ists. xensource. conf xen-announce

xen-changelog@lists.xensource.cor@hangelog feed from the unstable and 2.0 trees
- developer oriented. Subscribe at:
http://1ists. xensource. conf xen- changel og
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Appendix A

Unmodified (VMX) guest domains
In Xen with Intel ®Virtualization
Technology (VT)

Xen supports guest domains running unmodified Guest operating systamgs\ir-
tualization Technology (VT) available on recent Intel Processors. eNtgiormation
about the Intel Virtualization Technology implementing Virtual Machine Extemsio
(VMX) in the processor is available on the Intel website at
http://ww.intel.com technol ogy/ conputi ng/ vptech

A.1 Building Xen with VT support

The following packages need to be installed in order to build Xen with VT sdippo
Some Linux distributions do not provide these packages by default.
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Package Description

dev86 The dev86 package provides an assembler and linker for redd mo
80x86 instructions. You need to have this package installed in order
to build the BIOS code which runs in (virtual) real mode.
If the dev86 package is not available on the 86 distri-
bution, you can install the i386 version of it. The dev86
rom package for various distributions can be found at
http://ww. rpnfind. net/linux/rpnmhtm /search. php?query=dev86&subni t =Sear ch

LibVNCServer  The unmodified guest’'s VGA display, keyboard, and re@as be vir-
tualized by the vncserver library. You can get the sources of libvmeser
from http://sourceforge. net/projects/|ibvncserver.
Build and install the sources on the build system to get the libvncserver
library. There is a significant performance degradation in 0.8 version.
The current sources in the CVS tree have fixed this degradation. So it
is highly recommended to download the latest CVS sources and install
them.

SDL-devel, SDL Simple DirectMedia Layer (SDL) is another way of virtualizihe un-
modified guest console. It provides an X window for the guest console.
If the SDL and SDL-devel packages are not installed by
default on the build system, they can be obtained from
http://ww. rpnfind. net/Iinux/rpn2htm /search. php?quer y=SDL&anp; submi t =Sear ch
yhttp://ww rpnfind. net/linux/rpnRhtm /search. php?quer y=SDL- devel &ubmi t =Sear ch

A.2 Configuration file for unmodified VMX guests

The Xen installation includes a sample configuration fikg,c/ xen/ xmexanpl e. vnx.
There are comments describing all the options. In addition to the common optains th
are the same as those for paravirtualized guest configurations, VM3¢ gaefigura-
tions have the following settings:
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Parameter
kernel
builder
acpi

apic

pae

vif

disk

cdrom

boot

devicemodel

sdl
vnc
vncviewer

ne2000
serial
localtime
enable-audio
full-screen
nographic

Description

The VMX firmware loader,usr/ | i b/ xen/ boot / vix| oader

The domain build function. The VMX domain uses the vmx builder.
Enable VMX guest ACPI, default=0 (disabled)

Enable VMX guest APIC, default=0 (disabled)

Enable VMX guest PAE, default=0 (disabled)
Optionally defines MAC address and/or bridge for the network inter-
faces. Random MACs are assigned if not givegpe=i oenmu means
ioemu is used to virtualize the VMX NIC. If no type is specified, vbd is
used, as with paravirtualized guests.

Defines the disk devices you want the domain to have access to, and
what you want them accessible as. If using a physical device as the
VMX guest’s disk, each disk entry is of the form
phy: UNANE, i oenu: DEV, MODE,
where UNAME is the device, DEV is the device name the domain will
see, and MODE is r for read-only, w for read-write. ioemu means the
disk will use ioemu to virtualize the VMX disk. If not adding ioemu, it
uses vbd like paravirtualized guests.

If using disk image file, its form should be like
file: FI LEPATH, i oenu: DEV, MODE

If using more than one disk, there should be a comma between each disk
entry. For example:
disk = ["file:/var/inmages/inagel.ing,ioenu:hda, w,
"file:/var/inmages/image2.ing,ioemu: hdb, w ]

Disk image for CD-ROM. The default islev/ cdr omfor DomainO.
Inside the VMX domain, the CD-ROM will available as device
/ dev/ hdc. The entry can also point to an ISO file.

Boot from floppy (@), hard disk (c) or CD-ROM (d). For examyite
boot from CD-ROM, the entry should be:

boot="d’

The device emulation tool for VMX guests. This parameter should not
be changed.

Enable SDL library for graphics, default = 0 (disabled)

Enable VNC library for graphics, default = 1 (enabled)

Enable spawning of the vncviewer (only valid when vnc=4faudlt = 1
(enabled)

If vnc=1 and vncviewer=0, user can use vncviewer to manually cdnnec
VMX from remote. For example:

vncvi ewer domai n0_l P.addr ess: VMX_donai n_i d

Enable ne2000, default = 0 (disabled; use pcnet)

Enable redirection of VMX serial output to pty device

Set the real time clock to local time [default=0, that is, set to UTC].

Enable audio support. This is under development.

Start in full screen. This is under development.

Another way to rediréd serial output. If enabled, no 'sdivoc’ can
work. Not recommended.



A.3 Creating virtual disks from scratch

A.3.1 Using physical disks

If you are using a physical disk or physical disk partition, you need t@iha Linux
OS on the disk first. Then the boot loader should be installed in the coltes. d~or
exampledev/ sda for booting from the whole disk, ardev/ sdal for booting from
partition 1.

A.3.2 Using disk image files

You need to create a large empty disk image file first; then, you need to installa L
OS onto it. There are two methods you can choose. One is directly installinggt us
a VMX guest while booting from the OS installation CD-ROM. The other is cogyin
an installed OS into it. The boot loader will also need to be installed.

To create the image file:

The image size should be big enough to accommodate the entire OS. This example
assumes the size is 1G (which is probably too small for most OSes).

# dd if=/dev/zero of =hd.ing bs=1M count=1 seek=1023

To directly install Linux OS into an image file using a VMX guest:

Install Xen and create VMX with the original image file with booting from CD-ROM
Then it is just like a normal Linux OS installation. The VMX configuration file sdou
have these two entries before creating:

cdronF’ /dev/ cdromi boot="d’

If this method does not succeed, you can choose the following methogwihgoan
installed Linux OS into an image file.

To copy a installed OS into an image file:

Directly installing is an easier way to make partitions and install an OS in a disk image
file. But if you want to create a specific OS in your disk image, then you willtmos
likely want to use this method.

1. Install a normal Linux OS on the host machine
You can choose any way to install Linux, such as using yum to install Réd Ha
Linux or YAST to install Novell SUSE Linux. The rest of this example assumes
the Linux OS is installed ihvar / guest os/ .
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2. Make the partition table
The image file will be treated as hard disk, so you should make the partition
table in the image file. For example:

# | osetup /dev/| oop0 hd.ing

# fdisk -b 512 -C 4096 -H 16 -S 32 /dev/I| oop0

press 'n’ to add new partition

press 'p’ to choose prinmary partition

press '1' to set partition nunber

press "Enter" keys to choose default value of "First Cylinder" paraneter
press "Enter" keys to choose default value of "Last Cylinder" paraneter
press 'wW to wite partition table and exit

# | osetup -d /dev/Ioop0

3. Make the file system and install grub
In -s /dev/loop0 /dev/loop
| osetup /dev/Iloop0 hd.ing
| osetup -0 16384 /dev/loopl hd.ing
nkfs. ext3 /dev/Iloopl

#

#

#

#

# mount /dev/|oopl /mt

# nkdir -p / mt/boot/grub
# cp /boot/grub/stage* /boot/grub/e2fs_stagel5 / mt/boot/grub
# unount /mt

# grub

grub> devi ce (hd0) /dev/I| oop
grub> root (hdo, 0)

grub> setup (hdO)

grub> quit

# rm/dev/Il oop

# |l osetup -d /dev/Iloop0

# |l osetup -d /dev/loopl

Thel oset up option-o 16384 skips the partition table in the image file. It
is the number of sectors times 512. We néeédv/ | oop because grub is ex-
pecting a disk deviceame wherenamerepresents the entire disk andmel
represents the first partition.

4. Copy the OS files to the image
If you have Xen installed, you can easily usemount instead of oset up and
mount when coping files to some partitionsonount just needs the partition
information.

# lomount -t ext3 -diskimge hd.ing -partition 1 /mt/guest
# cp -ax /var/guestos/{root, dev, var, etc, usr,bin,sbin,lib} /mt/guest

# mkdir /mt/guest/ {proc, sys, hore, t np}
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5. Editthe / et ¢/ f st ab of the guest image
The fstab should look like this:

# vim/mt/guest/etc/fstab

/dev/hdal / ext3 defaults 1 1

none /dev/pts devpts gid=5, rode=620 0 0
none /dev/shmtnpfs defaults 0 O

none /proc proc defaults 0 O

none /sys sysfs efaults 0 0

6. umount the image file
# unount /mmt/ guest

Now, the guest OS imad®l. i ng is ready. You can also referenleet p: / / f r ee. 0sz00. org
for quickstart images. But make sure to install the boot loader.

A.3.3 Install Windows into an Image File using a VMX guest

In order to install a Windows OS, you should kesapi =0 in your VMX configuration
file.

A4 VMX Guests

A.4.1 Editing the Xen VMX config file

Make a copy of the example VMX configuration fileet ¢/ xen/ xmeaxnpl e. vix
and edit the line that reads

disk = [ "file:/var/inmages/guest.ing,ioemu:hda, w ]

replacingguest.imgwith the name of the guest OS image file you just made.

A.4.2 Creating VMX guests

Simply follow the usual method of creating the guest, using the -f parametgrrand
viding the filename of your VMX configuration file:

# xend start
# xm create /etc/xen/vnxguest.vnx

In the default configuration, VNC is on and SDL is off. Therefore VN@Daows will
open when VMX guests are created. If you want to use SDL to create Yivests, set
sdl =1 in your VMX configuration file. You can also turn off VNC by settingc=0.
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A.4.3 Use mouse in VNC window

The default PS/2 mouse will not work properly in VMX by a VNC window. Summa
graphics mouse emulation does work in this environment. A Summagraphics mouse
can be enabled by reconfiguring 2 services:

1. Ceneral Purpose Mouuse (GPM). The GPM daenobn is configured in

different ways in different Linux distributions. On a Redhat distribution
this is acconplished by changing the file ‘/etc/sysconfig/ nouse

to have the foll ow ng:

MOUSETYPE=" summa"

XMOUSETYPE=" SUMVA"

DEVI CE=/ dev/ttyS0O

2. Xl11. For all Linux distributions, change the Muse0O stanza
in ‘/etc/X11l/ xorg.conf’ to:
Section "I nput Devi ce"

I dentifier "Muse0"

Driver "summ"

Option "Device" "/dev/ttySO"
Option "I nput Fashi on" "Tabl et”
Option "Mode" "Absol ute"
Option "Nane" "EasyPen"

Option "Conpatible" "True"
Option "Protocol" "Auto"
Opti on "SendCor eEvents" "on"
Option "Vendor" "GEN US"
EndSecti on

If the Summagraphics mouse isn't the default mouse, you can manually kil ‘gpd
restart it with the command "gpm -m /dev/ttyS0 -t summa”. Note that Summagraph-
ics mouse makes no sense in an SDL window and is therefore not available in th
environment.

A.4.4 Destroy VMX guests

VMX guests can be destroyed in the same way as can paravirtualized .gWegsts
recommend that you type the command

power of f
in the VMX guest’s console first to prevent data loss. Then execute thenamd
xm destroy vmk_guest i d

at the DomainO console.
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A.45 VMX window (X or VNC) Hot Key

If you are running in the X environment after creating a VMX guest, an Xdoim is
created. There are several hot keys for control of the VMX guestdan be used in
the window.

Ctrl+Alt+2 switches from guest VGA window to the control window. Typihgl p
shows the control commands help. For example, 'q’ is the command to des&oy th
VMX guest.

Ctrl+Alt+1 switches back to VMX guest’'s VGA.

Ctrl+Alt+3 switches to serial port output. It captures serial output from the VMX
guest. It works only if the VMX guest was configured to use the seridl po

A.4.6 Save/Restore and Migration

VMX guests currently cannot be saved and restored, nor migrategeThatures are
currently under active development.
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Appendix B

Vnets - Domain Virtual
Networking

Xen optionally supports virtual networking for domains usingets These emulate
private LANs that domains can use. Domains on the same vnet can be bodteel
same machine or on separate machines, and the vnets remain connectedinisdoma
are migrated. Ethernet traffic on a vnet is tunneled inside IP packets grhyisecal
network. A vnet is a virtual network and addressing within it need haveelation to
addressing on the underlying physical network. Separate vnetsets &and the phys-

ical network, can be connected using domains with more than one networlagete
and enabling IP forwarding or bridging in the usual way.

Vnet support is included irmand xend:
# xmvnet-create <config>

creates a vnet using the configuration in the fitonf i g>. When a vnet is created
its configuration is stored by xend and the vnet persists until it is deleted usin

# xmvnet - del ete <vneti d>
The vnets xend knows about are listed by
# xmvnet-1Iist

More vnet management commands are available usingrthieol included in the vnet
distribution.

The format of a vnet configuration file is

(vnet (id <vneti d>)
(bridge <bri dge>)
(vnetif <vnet interface>)
(security <level >))

White space is not significant. The parameters are:
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e <vneti d>: vnetid, the 128-bit vnet identifier. This can be given as 8 4-digit
hex numbers separated by colons, or in short form as a single 4-dxgitimaber.
The short form is the same as the long form with the first 7 fields zero. Meet
must be non-zero and id 1 is reserved.

e <bri dge>: the name of a bridge interface to create for the vnet. Domains are
connected to the vnet by connecting their virtual interfaces to the bridgegd
names are limited to 14 characters by the kernel.

e <vneti f >: the name of the virtual interface onto the vnet (optional). The in-
terface encapsulates and decapsulates vnet traffic for the netwbik atached
to the vnet bridge. Interface names are limited to 14 characters by thd.kerne

e <| evel >: security level for the vnet (optional). The level may be one of
— none: no security (default). Vnet traffic is in clear on the network.

— aut h: authentication. Vnet traffic is authenticated using IPSEC ESP with
hmac96.

— conf: confidentiality. Vnet traffic is authenticated and encrypted using
IPSEC ESP with hmac96 and AES-128.

Authentication and confidentiality are experimental and use hard-wiresl&ey
present.

When a vnet is created its configuration is stored by xend and the vrastseauntil
it is deleted usingm vnet - del et e <vneti d>. The interfaces and bridges used
by vnets are visible in the output of conf i g andbrctl show.

B.1 Example

If the file vnet 97. sxp contains

(vnet (id 97) (bridge vnet97) (vnetif vnif97)
(security none))

Thenxm vnet - creat e vnet 97. sxp will define a vnet with id 97 and no secu-
rity. The bridge for the vnet is called vnet97 and the virtual interface fo vinif97.
To add an interface on a domain to this vnet set its bridge to vnet97 in its coatfiyu

In Python:

vi f ="bri dge=vnet 97"
In sxp:
(dev (vif (mac aa: 00:00: 01: 02: 03) (bridge vnet97)))

Once the domain is started you should see its interface in the outputcdfl show
under the ports fovnet 97.
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To get best performance it is a good idea to reduce the MTU of a domateidaoe
onto a vnet to 1400. For example usinfconfi g et hO ntu 1400 or putting
MIU=1400ini f cf g- et hO. You may also have to change or remove cached config
files for ethO undev et c/ sysconfi g/ net wor ki ng. Vnets work anyway, but
performance can be reduced by IP fragmentation caused by the wegisemation
exceeding the hardware MTU.

B.2 Installing vnet support

Vnets are implemented using a kernel module, which needs to be loaded bedgr
can be used. You can either do this manually before starting xend, usirapitine
mandvn i nsnod, or configure xend to use theet wor k- vnet script in the xend
configuration file/ et ¢/ xend/ xend- conf i g. sxp:

(networ k-scri pt net wor k- vnet)
This script insmods the module and calls tteg wor k- br i dge script.

The vnet code is not compiled and installed by default. To compile the code and
install on the current system usake i nst al | in the root of the vnet source tree,

t ool s/ vnet. It is also possible to install to an installation directory usimgke

di st. See thevakefi | e in the source for details.

The vnet module creates vnet interfases f 0002, vni f 0003 andvni f 0004 by
default. You can test that vnets are working by configuring IP addgess these
interfaces and trying to ping them across the network. For example, usiolgimea
hostA and hostB:

host A# ifconfig vni f0004 10.0.0.100 up
host B# i fconfig vni f0004 10.0.0.101 up
host B# pi ng 10.0.0. 100

The vnet implementation uses IP multicast to discover vnet interfaces, sochlimaa
hosting vnets must be reachable by multicast. Network switches are oftégued
not to forward multicast packets, so this often means that all machines usimgt a
must be on the same LAN segment, unless you configure vnet forwarding.

You can test multicast coverage by pinging the vnet multicast address:
# ping -b 224.10.0.1

You should see replies from all machines with the vnet module running. aowsee
if vnet packets are being sent or received by dumping traffic on thelWD@ port:

# tcpdunp udp port 1798

If multicast is not being forwaded between machines you can configure amtlfir-
warding using vn. Suppose we have machines hostA on 10.10.0.100 atii dro
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10.11.0.100 and that multicast is not forwarded between them. We use vnfigLze
each machine to forward to the other:

host A# vn peer-add hostB
host B# vn peer-add host A

Multicast forwarding needs to be used carefully - you must avoid creétingarding
loops. Typically only one machine on a subnet needs to be configurediarth as it
will forward multicasts received from other machines on the subnet.
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Appendix C

Glossary of Terms

BVT The BVT scheduler is used to give proportional fair shares of the CPRibto
mains.

Domain A domain is the execution context that contains a runwinigial machine.
The relationship between virtual machines and domains on Xen is similar to
that between programs and processes in an operating system: a virtidhenac
is a persistent entity that resides on disk (somewhat like a program). Wisen it
loaded for execution, it runs in a domain. Each domain hdsnaain ID.

Domain 0 The first domain to be started on a Xen machine. Domain 0 is responsible
for managing the system.

Domain ID A unique identifier for alomain, analogous to a process ID in an operat-
ing system.

Full virtualization An approach to virtualization which requires no modifications to
the hosted operating system, providing the illusion of a complete system of real
hardware devices.

Hypervisor An alternative term foVMM , used because it means ‘beyond supervi-
sor’, since it is responsible for managing multiple ‘supervisor’ kernels.

Live migration A technique for moving a running virtual machine to another physical
host, without stopping it or the services running on it.

Paravirtualization An approach to virtualization which requires modifications to the
operating system in order to run in a virtual machine. Xen uses paravirddaliz
tion but preserves binary compatibility for user space applications.

Shadow pagetablesA technique for hiding the layout of machine memory from a
virtual machine’s operating system. Used in soviMMs to provide the illusion
of contiguous physical memory, in Xen this is used dutiag migration.

Virtual Block Device Persistant storage available to a virtual machine, providing the
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abstraction of an actual block storage devis8Ds may be actual block de-
vices, filesystem images, or remote/network storage.

Virtual Machine The environment in which a hosted operating system runs, provid-
ing the abstraction of a dedicated machine. A virtual machine may be identical
to the underlying hardware (asfull virtualization , or it may differ, as irpar-
avirtualization).

VMM Virtual Machine Monitor - the software that allows multiple virtual machines
to be multiplexed on a single physical machine.

Xen Xen is a paravirtualizing virtual machine monitor, developed primarily by the
Systems Research Group at the University of Cambridge Computer ltabora

XenLinux A name for the port of the Linux kernel that runs on Xen.
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